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1 TCCS Modelling and Derivations

Note: In the exercises of this section, when you are asked to show that some derivations or traces are
possible you should justify your answer formally by making (some significant) formal derivations using the
SOS rules of CCS and of TCCS.

For the rules of CCS use the names of the book. For the rules of TCCS use the following names:
ACT-T for action delays, SUM-T for non-deterministic choice delay, COM-T for parallel composition
delay, RES-T for restriction delay, REL-T for relabeling delay, CON-T for process variable delay.
Moreover:
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Graphically, you can render the derivation with the tree notation or with the following linear notation:
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Exercise 1.1 Consider the following TCCS process definitions:

P1 = c.ε(2).ε(1).b̄.0
P2 = ε(2).c̄.ε(1).b.d.0
P3 = (P1 | P2)\{b, c}
P4 = ε(1).a.P3 + ε(6).τ.P4

Show formally that P4 can generate the timed trace (2, a)(8, d) and the timed trace (7, a)(12, d). Show
formally that P4 can not generate the timed trace (1, a)(5, d).
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Exercise 1.2 Consider the following TCCS process definitions:

P1 = ε(3).a.0
P2 = ε(1).b.0 + ε(2).ā.0
P3 = (P1 | P2)\{b}

Show that P3 can generate the timed trace (4, a). Show that P3 can not generate the timed trace (1, a).

Exercise 1.3 Consider the following TCCS process definitions:

P1 = ε(1).a.0 + ε(2).b.0 + c.0
P2 = ε(2).ā.0 + ε(1).b̄.0
P3 = (P1 | P2)\{a, b}

Determine if the following timed traces belong to the timed language of process P3:

• (1, c)

• (2, c)

• (3, c)

Exercise 1.4 Consider the following TCCS process definitions:
P1 = b.a.c.0 + a.b.c.0
P2 = ε(1).ā.0 | ε(2).b̄.0
P3 = (P1 | P2)\{a, b}

Determine if the following timed traces belong to the timed language of process P3:

• (2, c)

• (3, c)

Exercise 1.5 Consider the following TCCS process definitions:

P1 = ε(4).a.d.P1 + ε(3).b.d.P1 + ε(2).c.d.P1

P2 = ā.P2 + b̄.P2 + c̄.P2 + ε(1).τ.P2

P3 = (P1 | P2)\{a, b, c}

1. Determine the first timestamp at which a d action can be seen.

2. Is it possible to have the timed trace (3, d)(4, d)?
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Justify your answers formally by making derivations using SOS rules. For CCS rules use the names of
the book, while for TCCS rules about time passing use the following names: ACT-T for action delays,
SUM-T for non-deterministic choice delay, COM-T for parallel composition delay, RES-T for restriction
delay, REL-T for relabeling delay, CON-T for process variable delay. Moreover:
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Exercise 1.6 Let T be a timed transition system. Let us consider a labelled transition system T ′ where
every time-delay action d ∈ R≥0 is replaced with the silent action τ . We now define that two states p
and q from the timed transition system T are time abstracted bisimilar if and only if p and q are weakly
bisimilar in T ′.

• Is the notion of time abstracted bisimilarity equivalent to untimed bisimilarity?

• If yes, prove your claim. If no, give a counter example.

Exercise 1.7 Consider the following TCCS process definitions:

P1 = ε(1).a.b.P1 + ε(2).τ.P1

P2 = ε(2).ā.P2 + ε(3).τ.c.P2

P3 = (P1 | P2)\{a}

1. (3 points) Determine the lowest timestamp at which a b action can be seen.

2. (4 points) Is it possible to have the timed trace (5, c)?

Justify your answers formally by making derivations using SOS rules. For CCS rules use the names of
the book, while for TCCS rules about time passing use the following names: ACT-T for action delays,
SUM-T for non-deterministic choice delay, COM-T for parallel composition delay, RES-T for restriction
delay, REL-T for relabeling delay, CON-T for process variable delay. Moreover:
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Solutions

Solution of Exercise 1.1
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Solution of Exercise 1.4
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Solution of Exercise 1.5
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Solution of Exercise 1.6
Let T be a timed transition system. Let us consider a labelled transition system T ′ where every time-

delay action d ∈ R≥0 is replaced with the silent action τ . We now define that two states p and q from
the timed transition system T are time abstracted bisimilar if and only if p and q are weakly bisimilar in
T ′.

• Is the notion of time abstracted bisimilarity equivalent to untimed bisimilarity?

– No, see next bullet.

• If yes, prove your claim. If no, give a counter example.

– A counter example is the following timed transition system
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Now the initial states are time abstracted bisimilar since they are weakly bisimilar in the
following labelled transition system:
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On the other hand they can not be untimed bisimilar since A
a−→ A′, but B 6 a−→.

Solution of Exercise 1.7

12



13


	TCCS Modelling and Derivations

